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This session is based on the talk:

J. Wetzels, M. Krotofil “A Diet of Poisoned Fruit: Designing Implants 
and OT Payloads for ICS Embedded Devices”, TROOPERS, 

Heidelberg, Germany, 2019.

Note

https://troopers.de/downloads/troopers19/TROOPERS19_NGI_IoT_diet_poisoned_fruit.pdf



Cyber-Physical Attack Development Lifecycle

• If you know how attackers work, you can 
figure out how to stop them

• Attack lifecycle is a common method to describe 
a process of conducting cyber attacks



Access Discovery Control Damage Cleanup

Obtainingg 

Feedback

Preventing 

Response

Cyber-Physical Attack Development Lifecycle



Lockheed Martin, the Cyber Kill Chain® 

You are here

https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html



Mandiant Attack Lifecycle 

You are here

http://www.iacpcybercenter.org/resource-center/what-is-cyber-crime/cyber-attack-lifecycle/



SANS Industrial Control System Cyber Kill Chain 
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You are here

https://www.sans.org/reading-room/whitepapers/ICS/paper/36297



ICS MITRE ATT&CK™

Persistence Privilege Escalation Defense Evasion Operator Evasion Credential Access Discovery Lateral Movement Execution Command and Control Disruption Destruction

Valid Accounts Rootkit Network Sniffing Exploitation of Vulnerability Connection Proxy Module Firmware

Module Firmware Exploitation of Vulnerability File Deletion Block Serial Comm Port Brute Force Device Information Default Credentials Scripting Commonly Used Port Spoof Command Message

External Remote Service Modify Event Log Modify I/O Image Default Credentials Control Process Valid Accounts Graphical User Interface Block Command Message

Modify Control Logic Alternate Modes of Operation Modify Reporting Settings Exploitation of Vulnerability Role Identification External Remote Service Command-Line Interface Modify I/O Image

Modify System Settings Masquerading Modify Reporting Message Credential Dumping Location Identification Modify Control Logic Modify System Settings Exploitation of Vulnerability

Memory Residence Modify System Settings  Block Reporting Message
Network Connection 

Enumeration
Man in the Middle Modify Reporting Settings

System Firmware Spoof Reporting Message Serial Connection Enumeration Alternate Modes of Operation   Modify Reporting Message

Modify Tag I/O Module Enumeration Block Reporting Message

Modify Control Logic Remote System Discovery Spoof Reporting Message

Modify Physical Device Display Network Service Scanning Modify Tag

Modify HMI/Historian 
Reporting

Modify Control Logic

Modify Parameter Device Shutdown

Modify Parameter

System Firmware

Modify Command Message

Block Serial Comm Port

Modify System Settings

Alternate Modes of Operation

Masquerading

We don’t know 

where we are in this 

model just yet :-)
https://attack.mitre.org/

ICS MITRE ATT&CK



Access

• Target facility

− Discovery

− Access to needed assets

− Attack execution

• Trusted 3rd party (staging target)

− Access to target facility

− Access to needed assets

− Process comprehension

• Non-targeted/Opportunistic

Access

Target 

facility

Trusted 3rd 

party



Targeting

• There are few known cases of strategic 
targeting

• Target might be also selected as best 
suitable certain criteria

• Collateral victim

• Opportunistic



Venezuela, 2019 

• Suspected cyber-attack on Guri hydroelectric power plant

• Produces 80% of country’s electricity

• Details of plant’s upgrade are publicly available, including 
possible remote access

https://twitter.com/cherepanov74/status/1104352761028722688



Venezuela, 2019 

• Produces 80% of country’s electricity

• Details of plant’s upgrade are publicly available, includible possible 
remote access
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https://twitter.com/cherepanov74/status/1104352761028722688



Ukraine, 2016 

• INDUSTROYER malware was deployed to shutdown electricity 
distribution at Pivnichna substation

• There is no strong indications that victim substation was 
strategic target

• Details of substation upgrade are publicly available



Ukraine, 2016 

• INDUSTROYER malware work was used to shutdown 
electricity distribution at Pivnichna substation

• There is no strong indications that victim substation was 
strategic target

• Details of substation upgrade are publicly available
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Saudi Arabia, 2018

• TRITON malware targeted Safety Instrumented 
Systems at petrochemical plant

• There is no strong indication that TRITON victim 
was strategic target

• Affected site could have been used as live drill and 
testing platform before attacking strategic target
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Saudi Arabia, 2018
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• TRITON malware targeted Safety Instrumented 
Systems at petrochemical plant

• There is no strong indication that TRITON victim was 
strategic target

• Affected site could have been used as live drill and 
testing platform before attacking strategic target
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Role of OSINT in Targeting

• The Internet is full of proprietary and 
confidential industrial documentation 

• Discovering helpful information about certain 
industrial facility may provoke targeting
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OSINT: Tons of confidential info on Internet

• The Internet is full of proprietary and confidential 
industrial documentation. 

• Discovering helpful information about certain 
industrial facility may provoke targeting

18



Attackers C2



Infrastructure recon



Targeting 3rd parties (supply chain)

• Getting access to into target facilities 

• Getting access to needed assets/equipment, 

− E.g. through maintenance support contracts

• Obtaining information related to target or 
potential victims

− Engineering/networking/config documentation

− User application (control logic), etc.



National Advisories on the threat  

22

https://www.us-cert.gov/ncas/alerts/TA18-074A

https://www.ncsc.gov.uk/news/hostile-

state-actors-compromising-uk-

organisations-focus-engineering-and-

industrial-control



National Advisories on the threat  

23

https://www.us-cert.gov/ncas/alerts/TA18-074A

https://www.ncsc.gov.uk/news/hostile-

state-actors-compromising-uk-

organisations-focus-engineering-and-

industrial-control



Data exposure is penalizable in regulated facilities

• NERC CIP-003-3 standard

• Sensitive utility’s network 
infrastructure data were 
exposed via server of third-
party service provider

https://www.morganlewis.com/pubs/data-exposure-by-vendor-leads-to-2-7-million-nerc-penalty-for-utility



Role of Access Stage 

• Access stage largely defines the selection 
of damage scenario 

o Access driven

−E.g., obtained access to specific equipment 
via 3rd party remote maintenance contract

−Did not manage to access Safety Systems

o Information driven

−E.g., obtained specific information about 
unhealthy state or repairs of equipment



Discovery

Discovery

Network 

Infrastructure 

Reconnaissance

Process

Comprehension

http://eprints.lancs.ac.uk/88089/1/sample_sigconf.pdf

• Network reconnaissance 

• Majority of this stage is similar to traditional IT 
recon process/attack life cycle, tools may differ

• Information enumeration

• Process comprehension 

• Understanding exactly what the process is doing, 
how it is built, configured & programmed



Discovery

Discovery

Network 

Infrastructure 

Reconnaissance

Process

Comprehension

http://eprints.lancs.ac.uk/88089/1/sample_sigconf.pdf

• Network reconnaissance 

• Majority of this stage is similar to traditional IT 
recon process/attack life cycle, tools may differ

• Information enumeration

• Process comprehension 

• Understanding exactly what the process is doing, 
how it is built, configured & programmed



OT network recon

• Industroyer and TRITON malware included capabilities for asset 
discovery/enumeration,

• Some open-source OT asset scanners could be found here: 
https://github.com/dark-lbp/isf In TRITION: 

TsLow.py (lines 84-120) contained function to
autodetect Triconex controllers on the
network by sending a specific UDP broadcast
packet over port 1502:

def detect_ip(self)
ip_list = set()
…
TS_PORT = 1502
ping_message = '\x06\x00\x00\x00\x00'
…

https://github.com/dark-lbp/isf


Control

• Least understood and studied stage among all

• It is about discovering:

− Dynamic model of the process and its limits

− Ability to control process 

− Attack effect propagation

− Active stage in live environment

29
http://library.usc.edu.ph/ACM/SIGSAC%202017/cpss/p3.pdf



Use Case: Killing UF filter in water treatment facility

Acknowledgement: Sridhar Adepu and Prof. Aditya Mathur, SUTD, 

Singapore for kindly conducting this experiment on request

30

https://itrust.sutd.edu.sg/testbeds/secure-water-treatment-swat/



• Water treatment process consists of multiple stages, including 
several stages of filtering

− Water filters are expensive

− When broken, water supply is interrupted 

31https://en.wikipedia.org/wiki/Ultrafiltration https://en.wikipedia.org/wiki/Reverse_osmosis

Use Case: Killing UF filter in water treatment facility



UF filtering: HMI Screen

32



UF filtering: PI&D diagram

33



UF backwash: HMI and PI&D diagram

34



How do we pull this off? 

35

• There are tree conditions which can trigger backwash 
process, each guided by a state machine

− Preset timer (every 30 minutes)

− UF filter differential pressure (DP) ≥ 40 kPa

− Plant shutdown



• There are tree conditions which can trigger backwash 
process, each guided by a state machine

− Preset timer (every 30 minutes)

− UF filter differential pressure (DP) ≥ 40 kPa

− Plant shutdown

36

How do we pull this off? 
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• There are tree conditions which can trigger backwash 
process, each guided by a state machine
o Preset timer (every 30 minutes)

o UF filter differential pressure (DP) ≥ 40 kPa

o Plant shutdown

How do we pull this off? 



L

Tank 

T301

UF

Stage 3 ON

LIT301

UF is active
Valve 

MV303

Pump

P602

Stage 4

Stage 6 1.1 MV303
OPEN

1.2 P602
ON

Attckr

Pressure in UF 

membrane will increase. 

But HOW MUCH?

PLC3

PLC6

One possible attack execution scenario



Understanding of dynamic behavior of process 

39

• Average UF filter DP is ≈ 12-13 kPa

• Max DP is 98 kPa, reached in 8 sec

• Process recovery (return to normal) is 5 sec

• Note, this data still does not tell us whether this pressure kills 
the UF filter and how quickly



Understanding of dynamic behavior of process 

40

• Average UF filter DP is ≈ 12-13 kPa

• Max DP is 98 kPa, reached in 8 sec

• Process recovery (return to normal) is 5 sec

• Note, this data still does not tell us whether this pressure kills 
the UF filter and how quickly

https://www.controlglobal.com/articles/2015/a-lasting-plan-for-managing-alarms/



Damage

• Requires subject-matter knowledge 
(engineering)

• Cant take several forms

− Explosions (of course!)

− Equipment breakage

− Pollution

− Product Out-of-Specification

− Increased production costs, etc.

https://img.izismile.com/img/img5/20120306/640/chemical_plant_accident_in_germany_640_04.jpg

Damage

Obtaining

Feedback

Preventing 

Response



Tank 
T401

Pump
P401

Stage 4

LIT401

De-Chlorinator
UV401

Flow meter
FIT401

Stage 5

Reverse Osmosis
filtering

Attckr

1.1 FIT401 
Spoofing to 0.4

FIT401 
Spoofed value

1.1 UV401
OFF

ORP meter
AIT502

Attckr 2.1 AIT502 
Spoof to Low

PLC4
PLC5

Attack Design != Implementation



Cleanup

• In traditional (IT systems) hacking the goal is to stay 
undetected. In cyber-physical exploitation it is not an 
option because of physical effect 

− Changes things in physical world which cannot hidden by 
e.g. “erasing logs”

− Visible to observers 

• Create forensic footprint of 
− What operators think is currently causing process upset

− What the investigators should identify as cause of the 
incident/accident

− E.g. time attack to specific employee shift or modify attack in 
response to process troubleshooting



Why TRITON-like implant is a good 
idea



‘Dormant’ implant in controller memory

TriStation Engineering Protocol

Engineering 

workstation

“Your wish is 

my command”

Logic Download

(compiled for PPC, executed on CPU)

trilog.exe
• script_test.py

• library.zip

• inject.bin

• imain.bin
“Execute my shellcode 

please”



Cyber-physical attack components
46

1

Manipulate the

process

Prevent response

Direct Indirect

Manipulation
of actuators

Deceive controller/ 
operator

about process state
(e.g. spoof sensor)

2

Operators Control / Safety System

Blind Mislead

Modify 
operational /
safety limits

Blind about
process

stateOT Payload

3

Obtain 

Feedback

Direct or Derived (e.g., 
via proxy sensors 

/calculations) Often 

hardest to 

achieve



One-stop shopping: Manipulate process
47

* Ghost in the PLC – Ali Abbasi & Majid Hashemi, BlackHat EU 2016

I/O manipulation

• Memory breakpoint

• Patch instructions

• Change memory 

permissions



One-stop shopping: Prevent responce
48

Safety program resides in 

memory as code, modify 

to set alarm to fixed false

Alarm suppression
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One-stop shopping: Alarm suppression



• Cyber-physical attack cycle of process observation & manipulation to 

achieve desired (damaging) state

• Attack timing is crucial

− Processes aren’t vulnerable all the time

− Many damage scenarios take time to execute

• Attack coordination is crucial

− Observation of state A in component B needs to trigger payloads X, Y, Z (next slide)

• Requires granular control across process

− Manage task quantity & timing

Clandestine control loops
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EXPECTATION vs. REALITY

One-stop shopping: Implant comms



Detection of process state change

* https://github.com/sysml/blockmon, https://godbolt.org/

* CPS: Driving Cyber-Physical Systems to Unsafe Operating Conditions by Timing DoS Attacks on Sensor Signals – M. Krotofil et al.

17640 bytes ~= 0.11% of DRAM

(unoptimized)

Non-Parametric Cumulative Sum (NCUSUM)

https://github.com/sysml/blockmon
https://godbolt.org/


Complication: Resource constraints

• MPC860, 50 MHz

• 6 MB Flash

• 16 MB DRAM

• 32 KB SRAM

• ARM9, 14 MHz

• 512 KB Boot Flash

• 8 MB RW Flash

• 2 MB SRAM

You better enjoy                    programming…

Will need to fit implant in there

Signals processing? Malicious 

logic? Comms?

Often stretched by normal 

functionality already



Marina Krotofil
@marmusha
marmusha@gmail.com

Q & A


