(Q’ l Center for

Secure and Intelligent
OLD DOM[N]ON “ Critical Systems

UNIVERSITY

Cyber Risk and
Resllience Analytics

Sachin Shetty, Ph.D.

Executive Director, Secure and Intelligent Critical Systems,
Virginia Modeling, Analysis and Simulation Center

Professor, Department of Computational Modeling and
Simulation Engineering

Old Dominion University




About Me

ﬁxecutive Director, Center for Secure
Intelligent Critical Systems, Virginia

Old Dominion University

and Engineering

o Faculty Appointment, Naval Surface
Warfare Center, Crane, Indiana (Secret
Level Clearance)

and Boeing

-

Modeling, Analysis and Simulation Center,

o Joint Appointment- Professor, Department
ot Computational Modeling and Simulation

o Research supported by AFRL, AFOSR,
DHS, DOE, NSE, NEEC, ONR, Sentara,

i\

/

Research Goal

o Modeling and analysis of threats to protect next
generation Internet, cloud, mobile systems and
networks and critical infrastructures.
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Research Interests

o Cyber security risk and resilience modeling and
assessment

o Blockchain for distributed systems security
o Machine learning for anomaly detection
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Course Overview

= June 1/
= Cyber Risk and Resilience Analytics Overview
Modeling Attacker Opportunity
Lateral Propagation Analysis
Assess Adversarial Effort
Infer Adversarial Action and Intent

= June 18
= Hands on exercise in virtualized environment
= Learn to generate and analyze attack graphs
= Computer cyber risk and resilience metrics



Life In the Security Operation Center w

Intrusion Detection System Users and data assets
alerts

—

Network configuratiV }
LS ‘
/ Vulnerability \
reports

Security Risk
Assessment

Server 2.4
ulnerabilities

ecurity advisories
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TRENDS IN CYBER THREATS

EVOLVING EVOLVING
TARGETS TECHNIQUES
« Data and Knowledge * Using human layer

- (weakest link)
e Critical Infrastructure

systems, such as ICS » Phishing, malicious

: insiders
e Information theft

: : : «  Complex multi-stage
« Hacking for disruption (low and slow APTs)

Mining Industry Cyber Threat landscape, IDEFENSE, Accenture Security

EVOLVING
IMPACTS

« Datastill a target

« Theftis not always the
outcome

« Data being destroyed
— or changed — which
generates mistrust



Motivation

 The cyber integration with critical infrastructure (Cl)
. Enables high reliability and fast operability
. Impose risk of disruption of safe and secure operation

* Resilient cyber infrastructure- Ability to anticipate, withstand from deliberate attacks,
threats or incidents

* Critical targets often segregated and often deployed away from the perimeter, hard
to get into with direct access

* Defense-in-depth architecture forces attackers to conduct lateral propagation.



Motivation Cont...

Adversaries need to propagate a long span of attack surface to reach their goal

Recently executed more attacks took advantage of this architecture

Resilience analysis is quite challenging due to—

. Large scale
. Heterogeneous network
. Interdependency

Adversarial opportunity and behavior is critical to understand the threat cycle

Detection, prioritization and mitigation is a complex problem in Cls security



Analytics Playground- Aftack
Surface

e Subset of system resources that can be potentially used by an attacker to launch an
attack.

* Alarger attack surface-
. Higher threat landscape

. Increased risk of compromise
* Different attempts has been taken to dynamically modulate attack surface.

* Some possible challenges:
e Costly overhead to the legitimate users
* Maintenance complexity
e Disruption of service

» Existing work doesn’t consider attack life cycle.



Analytics Playground- Aftack
Surface

Our attack surface analysis aim to protect critical functionality of the systems
amid adversarial events



Ccyoer Resllience Assessment In Critical

nfrastructure (Cl)
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Goal 1- Problem Statement

Existing work model lateral propagation-

. Graph spectral matrices
. Bypassing contextual analysis.

Host in attack surface facilitates attack progression within this.

Need to conduct susceptibility analysis of hosts along the path to the target

Heterogeneous network architecture and expands diverse opportunity

How to model attacker’s opportunity within each host in the attack surface and
how evolves through attack progression



Goal 2- Problem Statement

Opportunity gives different options to propagate

Sophisticated attacker’s progression dictates by their motivation

e  Static cyber defense doesn’t provide effective intrusion response
Existing work doesn’t consider different aspects of attack strategy

* Need an efficient situational awareness to restrict persistent threats from deeper
penetration

Given attacker’s opportunity space, how to model an intrusion response system
by considering diverse strategy an attacker could employ in lateral propagation



Goal 3- Problem Statement

Attacks are diverse in terms of techniques, progression and impacts

Attacks often follows-
. Sequence of steps towards target
. Sequence of actions in each step

Existing analysis only consider topological connection between stepping stones

Assuming pre-defined skill set ignoring attack complexity in the propagation path.

Opportunity gives attackers potential expanse

Additional Inspection needed to reveal hidden insight of attack step

How to assess attacker’s evolving effort by characterizing potential adversarial
behavior in the attack surface



Goal 4- Problem Statement

* Followed sequence depends on preference

 Understanding attackers' motive is critical to track the behavior

Conventional loC doesn’t provide adequate defense against malicious campaign
e  Meaningful campaign information could shrink huge attack surface

. Extract attack pattern not IoC

How to infer attackers prioritized action and the respective motive in the attack
surface



Modeling Attacker’'s Opportunity

Sharif Ullah, Sachin Shetty, Amin Hassanzadeh, "Towards Modeling Attacker’s Opportunity for Improving Cyber
Resilience in Energy Delivery Systems”, Resilience Week, Denver August 2018.
Ullah, Ullah, Sharif, Sachin Shetty, Amin Hassanzadeh, Anup Nayak and Kamrul Hasan, “On the Effectiveness of Intrusion

Response Systems against Persistent Threats." In 2020 International Conference on Computing, Networking and
Communications (ICNC), IEEE, 2020.



Overview of the approach

Goal- Modeling attacker’s opportunity for lateral propagation

Opportunity can be categorized as :
« Use case 1 — Aftack propagation
« Use case 2- Attack origin

« Use case 3- Domage propagation

Three criticality metric:

Topological Connectivity based Criticality Metric
(TCCM)

Social Vulnerability based Criticality Metric (SVCM)
Infection Propagation base Criticality Metric (IPCS)

Topolopal Cossectvrty Social Vdnerabilty based Infection Propagation
based CM o™ based M




TCCM and SVCM

e TCCM captures Attacker’s propagation itself by means of connectivity and other
resources.

 Along with Global info. the contextual info incorporated to identify correlated risk

/ [ ciﬁcrtr:gt’rrii: n ]
S I—
o—% 7

Origin and target
point

Topological
:> Connectivity based
CM

Similarity Index
calculation

 SVCM captures Opportunity to attacker’s prior to penetration.
* Assign score to hosts based on the susceptibility of social engineering attack.




TCCM- Parameters

 Model the opportunity each exploitable host provides.

« Attack graph is generated
 Network connectivity map
« Attacker’s privilege and security condition of host

« Attack path is characterized-
« Global info- degree of exploitability
« Contextual Info-
« Vulnerable Service (V§)
« Operating System (OS)
« |solation Pattern (IP)

Along with global info. the contextual info is incorporated
to identify the correlated risk



TCCM- Parameters

« Similarity Index: relative abundance of difference instances of
contextual parameter in an attack path

- Similarity index of parameter z in aftack path p, is given as

S-'i,'n,de;zt(py,z) — We A Tpyy=

Where Effective richness of parameter T om.
J

By =
e ji=1 ’H!/’

Each path has q types of instances of a parameter
m; : number of instances of type j

|H,,|: Total number of host/instances in whole

attack path
w, : weight factor




TCCM- Parameters

Ef fort — betweenness matrix (EB): describe the cost of each host
through a path.

¢ candidate host cost (c{,yn)
« Element of EB: €p,n =

path cost (Cﬁy)

n - 1 1 . t
« TCCM- top — t;r(pge:g EE w X [epyn]t X 1;[ 1—Sindes(py.4) ) XD

H— -
X ‘\’ L

Origin and target point

EB matrix
calculation

opologica
:> Connectivity based
CM




SVCM- Parameters

* Attack path analysis is not sufficient to capture the opportunity of insider attack.

 This metric assign score to hosts based on the susceptibility of social engineering

attack.

e C(Classify each attack vector (AV) in terms of
stages an attack spans.

 Major stages is divided by multiple sub-
stages, marked by classification parameter.

 Each sub-stage classification parameters is
mutually exclusive.

Table I: Classification parameters for AVs

Target chosen

Explicit target (11)
Promiscuous target (lo)

Orchestration  Method of Distribution

Local (l3)
Remote (14)

Mode of Automation

Manual (/5)
Automatic (lg)

Exploitation Deception vector

Cosmetic (I7)
Behaviour (Ig)
Hybrid (lg)

Attack Persistence
Execution

One-off (I10)
Continual (111)

Execution step

Single step (/12)
Multi-step (113)




SVCM- Metric

* |Importance of classification parameter vary from network to network.
* Define score on each attack vector == social vulnerability score (SVS)

* Weight Z}, for classification parameter k based on defenders policy and

strategy.
* Compute SVS for attack vector i given the set of classification parameter L;
> (Zk x Ik)
SVS; ==~
L]

Our second criticality is derived by summing SVS and | m

frequency of interaction f over all AVs for host n and L — (Z SVSi X [ )dsw
multiply with network diversity i=1



IPCM- Infection Propagation

* Intferaction between system objects could be new opportunity for the attacker
We classify three types of objects : process, files and sockets for our analysis

—————— process A instance 1

Capture the dependency between objects by control and - ’ \

7 t1

information flow between them ,
/
Thus intrusion among any object could initiate infection  t: process Awrites fie1  / ”\

/
. t2: process A creates process C /
propagatlon t3: process B reads file 1 / /t3

t4: process C writes file 2 &

process B instance 1 process C instance 1

t5: process B writes file 2
t6: process B reads file 2 4 N\ t4

|
. . . . ,l t5 %
We model this propagation by object instance graph t7:process Areadsfile2 | / S~
e T
l ( file 2 instance 2/ )\ N6
|

* Host object instance graph (HOIG) = (V,E, 0, dg)

~ t6 '\
/ \\\\\ N
t7
It - oSN
process A instance 2 process B instance 2
L — — — —

0,:V— ), vertex to syscall trace

E:set of edges = functional dependency
V:set of vertices = obejct instances

dg : E— dep, edge with specific source
— sink dependency

YV V.V V



IPCM- BN formulation & Metric

Infection propagation can be classified:

* Intra-object infection propagation
* Inter-object infection propagation

Bayesian Network (BN) is effective tool to incorporate intrusion evidence in order

propagation

Probability of infection can be calculated with the CPT

and the given equation

SVCM (maximum damage):

Set of objects related to process
control and operation

BEELLLLIL" A (o] I—

CPT at node PAj+1

PA;j

m

i=1,ij

ER

Impact on substation

— X

\ey'denee

operation

inf(maz)(N) = {PT[01,092,....0i|e1, €2, ....€;]} H Is,
0.€{0O.}

SVCM (minimum damage):

inf(min) (M) ={1—Pr(of, 05, .....07|e1, €2, ....€;] } Z I,
0.€{O.}

I R (el o B2

characterize infection

PrX;)=1- [] [1—Pr(Xi|X;) x Pr(X;)]



IPCM- System Model

Filtering Dependency

Trigger
rules rules l Olgjgett
D Object Object Infection
System .
ﬁ ':> [Call Traces] |:> [ Inc:irz:ie }I:> Instance I:> [ Propagaél;\),\n based

|

BN Target
construction Object



Simulation Results: TCCM
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Fig. 2: Standard deviation of TCCM due to multiple initial attack points, for each host (left) & for hosts within layer (right)
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Simulation Results: SVCM and IPCM

explicit

40
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attack vectors hosts



Infrusion Response- Proposed
Approach

= Capture and analyze dynamic behavior of attacker within attack path

= Model attacker’s opportunity corresponding to each strategy

= Extract post compromise sequence characteristics to inflict next adversarial options.
=  An online dynamic intrusion response system

= Deter attack occurrence by increasing the cost and uncertainty in attack planning and

execution

« Ullah, Ullah, Sharif, Sachin Shetty, Amin Hassanzadeh, Anup Nayak and
Kamrul Hasan, “On the Effectiveness of Intrusion Response Systems against



System Model

Attack Opportunity Analysis Intrusion Response

Compromised : :
. Node SYEEn ohjee — A : Evaluate Defense
call log Instance Graph Dependency Analysis e
. Target Node c v
9 _ = Response
® 0 isti isi
Nt £ s Chal'actEItIStICS Decision
&8 E , Extraction
g 9 Evaluate Penetration
Information S 2 & —»| Attack Graph i i
--------------- f T 9F through exploitation [—
- 5< & Suspicious Chain
ggs
VO3 >
ZTIT>

Evidence Incorporation

" |nvestigate different options of potential opportunity of adversary.
= QOpportunity attack surface explore—

= Attack graph

= Object instance graph
" [ntrusion response phase examine suspicious chain and enforce

appropriate decision



Progression through Exploitation

* Model the opportunity each exploitable host provides

J
* Fornodej in path pg the cost value is calculated as pu H y_O

 Known vulnerability exploitation by CVSS exploitability score

<

v

Cl‘

* The cost of target host t also determined in a similar way— pz t 1

-

* The exploitation score

BS; =D Y (7 pwn |

teT preP Dgj . zndel(p; x)




Functional dependency Estimation

* Functional dependency between hosts could be a
stealthy malicious link.

e Capture the dependency between objects by F —
information flow between then and model it through c B
infection propagation.

Functional dependency score:

oK

Set of objenc:;ferom target Object from hosf Impact on control and

w ngg Voperaiion




Intrusion Response Module

= The IRS module has three stages:
n Uncertainty of security state
n Uncertainty of attackers’ behavior
. Response decision making process

=  SIEM acquire and analyze real-time information
= Response function triggered after identifying a steeping stone
= Suspicious chain comprised with the set of connected compromised

nodes from SIEM events. ¢z (L 26%)
- . =1\ ¢
" Extract apparent capability for parameter x from chain s; o — 1
= Plugin the weight into exploitation score to model future L Y B2

threat propagation modeling--
t

Si 1 C5~'
ES;=D'Y > (5 x X
Pk

teT preP >PkJ
L —wy
14 o
1:1 1— Si'nde:r(pk.;r,)




Intrusion Response Module

= Capture two behavior from suspicious chain:
= Diverse capability
. Aggressiveness

= Aggressiveness is tracked by using temporal information associated with each evidence

=  How much penetration deviates from most aggressive attacks Zn o5
= (Candidate node has two scores: O = —x = =
= Exploitation - Aggressiveness D otz —t.—1)€X

= Functional dependency - Stealthy
= Attacker constrained to take one strategy in single time-slot
* Finding optimum node j for response--

deSJl + dfFSj

argmax C ok
G r o j
. . & deS:i " maxES;
subject to  dfpesi =
J
cost;
dfFSj 7 (1 N ai) Cj — "m,a,:cfjlj

C; <1



Implementation and Resulfs
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Fig 1: Attacker’s evolving characteristics in penetration steps(left) &
= |EC-62443 architecture including Performance evaluation of IRS with respect to attack propagation delay(right)

IT, OT and DMZ zones.

= Set PLC and RTU as critical target

= Randomly take initial attackers’ position
from IT zone



Modeling Attacker’s Capability
(SecureComm’'19)

Sharif Ullah, Sachin Shetty, Anup Nayak, Amin Hassanzadeh and Kamrul Hasan "Cyber
Threat Analysis based on Characterizing Adversarial Behavior for Energy Deliver System”,
Securecomm, 2019

Kamrul Hasan, Sachin Shetty, Sharif Ullah, Amin Hassanzadeh, Ethan Hadar, " Towards
Optimal Cyber Defense Remediation in Energy Delivery Systems", IEEE Globecom,
Hawaii, 2019



IN

Depth APT

"An ounce of prevention

Is worth a pound of cure."
Benjamin Franklin

) Internal
Escalate Recon Complete
Privileges Mission

Fig. 1: APT Life-cycle?

« Understanding the motivation and operation of APT actors play a vital role.
 Kill chain provides a reference to understand and map APT actors-

« Targets

* Motivations

« Actions



Pyramid of Plain Model

~
A Behavioral

Tools attack signo’rure

Network/Host
Artifacts
/ Domain Names \ Technical
threat
/ P Addross \\ intelligence
/ Hash values \

Pyramid of plain model’

Tactics: an adversary performs an action

Techniques: they take the action
» Described from both the offensive and
defensive points of view

DLL Search Order Hijacki Brute Force $
" Hjecking Discovery & Coll Exfiltration Port
Data Communication
i
Legitimate Credentials tial Am“xn Third-party Software Clipboard Data Comp Through
Dul Removable
Accessibility Features Binary Padding mowe Discovery c dtine | Datastaged | DataEncrypted [ oo
G Execution Data from Local | Data Transfer
Appinit DLLs Code Signing Erodential I:'l::c:::lv Software through APY System o Ui . mnoT.nd
Comp I Graphical User
Local Port Monitor s Discovery Exploitation of i S Data from Exm.mﬁonl()ver Control Protocol
Credentials In Vulnerability NitiorkShaned] ~A
New Service DLL Side-Loading m“' Local Network Installuti] Drive protocol Custom
Disabling Configurati Cryptographic
Path Interception oty Took Input Capture Discovery Logon Scripts PowerShell Data from Protocol
rity Tools - Removable | Exfiltration Over
Scheduled Task File Deletion | Network Sniffing| Local Network | Passthe Hash Media [« dand |Data Obft
C { MM “m a'. |
Regsves / e ™ Fallback
Service File Permissions Weakness Discovery Pass the Ticket Regasm Email Collection Channels
File System
Two-Factor 7
Servics R;z’::::" Authentication z e o Regsvr32 Input Capture | Exfiltration Over Mcl::;:::
I i - Other Network
Indicator Medium
Web Shell Blocking peripheral Remote File Copy RundlI32 Screen Capture Multiband
Basic Exploitation of Vulnerability Do Doy Services | Scheduled Task o)
Input/Output Exfiltration Over
System Bypass User Account Control Permission Replication Scripting Oy vt Multheyes
Groups Through Encryption
Removable Service Schedul
P 2
Bootkit DLL Injection Discovery Media Execution Transter |7
Indicator Shared Webroot Windows Remote File C:
B Outoult Removal from D o N i
Flie A tion Tools Query Ri Taint Shared Instrumentation
ery RegStY | content Standard
Application
Component Remote System | Windows Admin o b W!l i
Firmware Indicator Discovery Shares
Removal on Host
Hypervisor Security Standard
Software Cryptographic
Logon Scripts Installutil Discovery
Mod;:' ME'::’“ Masquerading System
Information
Redundant Discovery
Nocts Modify Registry
egistry Run NTFS Extended System
\ Attributes y’/
\ /

1. D. Bianco. (2014) The pyramid of plain. [Online]. Available: http://detect-respond.blogspot.com/2013/03/the-

pyramid-of-pain.html dossier.pdf



Framework

" O T — — =
Transition to State
o e
 — : A R
. . I
v Adding more context into each attack phase el t |Q_>_°<_>:*_Q_f|l_/_ et
=  Network/host artifacts form scanning info,
Attack graph Ik amnh
= TTP from MITRE, CAPEC efc.
= Tools, threat intelligence from attacks in the V"'"e’ab';i;‘("“p°“e“‘
wild from iDefense. l
Path Hardness — Effort — Mapping State
Calculation Estimation I technique-tactic

Technique Score



Attack Graph

1. Choose business process with
the highest monetized risk

2. Start with highest value

3. Examine easiest attack paths
to the asset

4. Fix according to ease of
attack and cost of
remediation

1

| 20% "R
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‘ Remote
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MU TAGIK GRAPR

ANALYTICS ENGINE

«  What are the possible impacts on asset X2
. What are the possible paths to a target?

. What is the most probable afttack path from
outside the network to asset X¢

. Given a path, what are all
the configuration issues across ite

«  What asset if compromised, provides more
\ateral movement options (TTPS) for attacker
to proceed?e

« How to avoid all possible impacts on a given
assete

41

Copyright © 2019 Accenture. All rights reserved.



Background: Attack Graph

An attack graph is the mathematical abstraction of details of potential attacks
leading to a specific target

Major two parameters:
. Node: Probable states
. Edge: Corresponding changes of states

Different attack graph model comprised of:
. Different system parameters
. Application behaviors

Multiple use cases in security and risk analysis.



Background: Aftack Graph

e Different representation of attack graph is proposed

e  State enumeration attack graph:
. Emerged from model checking technique
. Node represents entire network state
. Shows all possible attack paths to particular goal attacker state

. Suffers from state explosion problem

« Dependency attack graph:

. First comes with exploit dependency attack graph
. Node > State condition
. Edge = Causal relationship between conditions

. # of nodes scales linearly



Background: Attack Graph
Models -

l A)

l can reach B, C, DW

4

rust(1.0) ssha(@. 1)

e Topological Vulnerability Analysis(TVA):

S (T
. Model attacker’s exploit as transition between security @% %EB \\/\aﬁ \c
NG

Condltlons fpe0.2) i1.2) user(l)
. Exploit and security condition nodes 4 J{ '
P y =
) ) \h\l@ Np_rhosts(1.2) .
MulVal reasoning engine: \ o ) Ve
«  Derivation and fact nodes - |
. Directed graph 6_ Gomr mD |
_ ’ 'can reach E, F}/
¢ NetSPA attaCk graph: user(2) Bp2.1) \  shd2)
. Multi-prerequisite attack graph _< o ‘ s \
) _ Ganed) GameD | Caumen
. State node, prerequisite node and vulnerability instance node N\ / F
TVA Attack Graph! NetSPA Attack Graph?

Wang, Lingyu, Anoop Singhal, and Sushil Jajodia. "Measuring the overall security of network configurations using attack graphs." In IFIP Annual
Conference on Data and Applications Security and Privacy, pp. 98-112. Springer, Berlin, Heidelberg, 2007.

Ingols, Kyle, Richard Lippmann, and Keith Piwowarski. "Practical attack graph generation for network defense." In 2006 22nd Annual Computer
Security Applications Conference (ACSAC'06), pp. 121-130. IEEE, 2006.



Background: Bayesian Network

(BN])

Probabilistic graphical model representing
variables and relationship between them

Demonstrate causal dependency between
exploits

Quantify the likelihood of attack goals and
predict potential attacks.

Bayesian attack graph is a directed acyclic
graph

A great analyzer for security under uncertainty

probability of

successful exploit

065

S
o

-

P

®

B |C |Pr(A)| Pr(A)
111 (1.00 |0.00
A 196.216.0.10 1 o loes loss <LcPD
root /FTP server ||o |1 [1.00 [0.00
o 010 (0.00 [0.00
ATOR S Pr(A)=0.61
TR 100 unconditional
R probability

Matu FTP BOF
196.216.0.10

C: remote BOF on ssh daemor
196.216.0.10
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D | Pr(B)| Pr(-B) *\\\ /__,.,/i D | Pr(C)| PrC)
1[085 [0.15 i e 1]0.70 [ 0.30
0 | 0.00 |1.00 0.85 et 0l 0 0.00 |1.00
Pr(B)=0.60 ™ Pr(C)=0.49
o
D Pr(D)| Prt:D)
rem ker
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Simple Bayesian Attack Graph!

1. Poolsappasit, Nayot, Rinku Dewri, and Indraijit Ray. "Dynamic security risk management using bayesian attack graphs." IEEE Transactions on
Dependable and Secure Computing 9, no. 1 (2011): 61-74.



Attack Graph and Action State

-

Advisories )
Host Configuration Attack
Network Configuration | mmmmm) Graph Attack
Principles Generator Graph
Policy

Configuration: Condition, provide possibilities of
action by adversary

C

[ Rule: Attack methodology attacker can leverage

- Impact: Sub-goal achieved by the former action

= |ncorporate conditional dependency to transfer attack
graph to state graph
= Action State

Network Topology
'/ ___________________________________________ \‘
1 1
1 1
1 1
| |
1 |
' Webserver Fileserver Workstation
nfsMounted_26
canAccessFile_7 L

networkServiceinfo_21

exd
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hacl_12
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Mapping to Technigues-Tactics

4 )

v" We map each action state to distinct Technique-
Tactic(TT) pair

v Unfolds the current phase of attack strategy

v’ Each attack path eventually exposes a sequence of TT

o /

v Mapping Attack State to Technique-

tactic:
= Use rule and configuration information to
map state to technique
= Impactinformation to map state to tactic
= Correlated technique pre-requisite in a
sequence to improve mapping accuracy

./
l / an74:kerLocated_1 8
|

[
|
\

hacl_17 |




Mapping to Technigues-Tactics

netAccess(’192.168.15.123’ . tcp,’1433’) : -

hacl(’192.168.15.124” ,2192.168.15.1237 ,t¢cp,”1433?)

rule_desc(’multi-hop access’)

execCode(’192.168.15.124’ ,someUser)|. -
vulExists(’192.168.15.124° ,°’CVE-2015-2808",
safari,remoteExploit,privEscalation)
networkServiceInfo(’192.168.15.124° ;safari,tcp,
’1433’ ,someUser) [:i>

[netAccess(°192.168.15.124° ,tcp, >14337) Tactic: later ent Te- Exploitation
rule_desc(’remote exploit of a server program’) : -
of Remote Sery

InetAccess (’192.168.15.124 ,tcp,’1433°)|: -

attackerLocated(internet)
hacl(internet,’192.168.15.124’ ,tcp,’1433’) [:i>
rule_desc(’direct network access’)

Tactic: execution, Technique- Exploitation for
Client Execution (T1203)

Tactic: initial access

Initial access execution lateral movement




Path Complexity and Effort Estimation

High CVSS base score doesn’t exhibit the risk

14% of the vulnerable hosts are patched when
exploits are released publicly

15% of known vulnerability exploited in the wild

Correlation Coefficient
Calculation:

« Attack Method Correlation
Environmental Correlation

Technigue Priority:

. Hard f . .
Vulnerable Component Risk ‘ orP(r;Tegso &= ) é\xdp?glgﬁg'y

NiA
a Intrinsic Skill

Exploitability level Likelihood level

Unproven |Proof-of-concept|Exploit in the wild
Easy 3 4 7
Medium 2 3 5
Hard 1 2 4




Path Complexity and Effort Estimation

< Vulnerable Componenf Risk: o Table 1: Vulnerable component risk matrix
«  Unproven Exploitability level Likelihood level

=  Proof of concept Unproven | Proof-of-concept | Exploit in the wild
= Exploited in the wild Easy H MH VH
Medium M H MH
Hard VL L M

v" Technique Priority Score:

. P
O Two factors considered. ;
=  Adaptability: depends on the environment and ASC(tCLt) = plt X E ])7“,1-: X Tt
conditions allowing a technique to be exercised. —1
—

=  Exploitation: Depends on how it has been
' [ | Id.
manifested in real world EQ?SC(t&t) — Sft X gry

T'Sc(tar) = BASc(tar) + (1 — B)ExSc(tay)



Path Complexity and Effort Estimation

» Correlation Coefficient Calculation: CCyy = A]\JCCI,Z, + ENCCy y
= State integrated with ATT&CK, NVD, NS ~ PN ~ J
CWE : . Attack method Environmental
= Track aftacker’s evolving skill corelation comelation
ATT&CK" C#F
v Hardness of Path: | Intrinsic hardness Correlated hardness
~— _\/
- State hardness is defined as @ Hpie = z H,.. (intr) * H,s. (corr)
function of two parameters B EAS
-  Decay factor (A) represent the e

effort reduction in similar ac ™ e oTo
o g=AS ;. (0) X

Hpr = Z (ot + TSc(tas) e Pid
7! Z S N J
cA pJAj/ \_ ) ~

Criticality of the state Efforf reduction



Path Stealthiness

Hypothesis behind the stealthiness: The more isolation a path
intfroduces —

« More detectable by the defender
« Less exploitable by the attacker

Adversary Categorization:

» Persistent or goal specific adversary (tailored attack)

» Different constraint (fime, resource etc.) bounded
adversary (commodified attack)

Strategic plan through attack graph help to find the motive of
aftacker.

Data Quality parameters (DeTTECT):

« Data Field Completeness: Indicates to what degree the data has the
required information/fields as well data in the field

« Timeliness: Indicate how accurate the timestamp of the data
corresponding to the actual fime an event occurred.

« Consistency: Indicate the correlation with other data sources in terms of

data field names and types.

Monitored data source

J

Data Quality
Measurement



Isolation Pattern  Security Control

Q_ Access Control Firewall, Proxy
. . . server, Egress
« Operation Pipeline: .' .' .' filter
- Generate Attack graph (AG) from network Sewre | VPN IRsee
 |ldentify security control @ Authentication | Identity and
. . . Access
* ldentify data sources monitored by security confrol p— Management
. System, ISE
 Map data sources to AG analyftics
Payload HIDS, NIDS, Log
» Path stealthiness calculation ISPEEEn auditing,
Detection
Deception Honeypot,
Attack graph Honeynet, NAT

stealthiness of Path:

5 k k
Sth, = ZA{(ZGSZ X wCLSi) + (lQ } SthL — Z S;]zl

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
i Anomaly
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

as; ./
’S Cavslz. “ i€EASP. Data
Y sources
wéfsi =Security Control k deployed in action state as;
SC,s, =Required Security Control in as; dQéfsi =Data quality of Security Control k deployed in

action state as;



nal Analyfics:

Additional analyfics using the ©
Framework

Investigate critical data sources:

« Detect additional exploited techniques

« Determine new attack paths

* Monitored frequently in the attack graph and determine mitigation plan for attack paths
Map critical data sources into security control to effective security control

Cyber Analytics Repository (CAR) MlTRE

* Impose more granular information from data sources
« Each data model is comprised of {object/action/ field} e.g., {driver, file/ load, create / md5_hash, pid }
« Extract unigue data model which should be monitored to prevent all ATT&CK techniques from exploitation

Prioritize the defense.



Validation on ICS

. l: S O Active scanning with Nessus for IT network
Snabet G s d Eg;\s}b\gerksconmng with Grassmarlin and ClarOty for OT
E@ L: d Extract attack paths terminating into multiple targets
IT Hosts
o] = = A
o ’ o||e j_t-__],;_.

w
(=]
i

(o]
o]

P S
= with corr.

SIEM Web§ ?iles Firdwall = without corr

“ 1 | | |
HMVI SCADA ; {
B O i ™| ey LI £ = 2
- h— Webs FileS Mails ws
PLC

RTU Target

nN
o
L
~N
w

[
w

=
o

Path hardness
& B
|
—
| o

=
(=]

Avg. Path hardness

v
w

o

o
FileS
MailS
WebS

Target Host

Deviation of Path Hardness Distributi f Attack path
Accenture ICS Testbed ISTroUTIoN OT ATTAcK pad



At
Analysis

0.3057 0.244

0.3057 0.220

0.738 0.531

11b: 0.8

\
I
I
I
I
I
I
—
I
I
I
I
|
I

/

0.738 0.11
/

IT domain

@ 1.336 0.192 @ 1.239 0.178
1.336 0.154 @ 1.239 0.143
¥,

0. attackerlocated (internet)

1. victim browse a malicious website
2. canAccessMaliciousinput (workStation,user,|E)

3. remote explot of CVE-2009-1918
4. exec Code (workStation, userAccount)
5. multi-hop access

6. netAccess (webServer,tcp,80)

7.remote exploit of CVE-2006-3747
8. exec Code (webServer,apache)

9. multi-hop access
10a. netAccessto SCADA 1(SCADA Server tcp,3306)
10b. netAccessto SCADA 2(SCADA Server tcp,3306)

11a. local escalate of privilege CVE-2018-5313

11b. local escalate of privilege CVE-2018-5313
12a. escalatePrivilege (SCADA 1, UserAccount)

12b. escalatePrivilege (SCADA 1, UserAccount)
13. direct network access

¢
o’

In

C= Criticality of the node
R= Node’s Risk

e i
OT doma

‘ack Graph and Criticality

« Aftack Paths: 0 »>1->52-53-54-55-56->7!
-»8->9->10a > 11la > 12a;0->13 56 >7 !
—-8—-9-10a - 11a - 12a - SCADAT1:
(target). !

- Aftack Paths: 0 »1—-2-53-54-55-56-71
->8-59-510bh > 11> 12b;0 > 13 56 > 7 |
—-8—-9-10b > 11b - 12b SCADA2
(target). !

- Though paths have identical exploitation i
probability from attacker starting node to i
SCADAT1/SCADA2, the damages along the i
paths are different. i

options and select the path that can make

the most damage to the target



Modeling Aftacker’s Intent

Charles Kamhoua, Alexander Kott, Laurent Njilla, Sachin Shetty, “Modeling and Design of Secure
Internet of Things”, John Wiley &Sons, 1 edition, 2020, ISBN 978-1-119-59336-2



Godal

‘ Understand adversary Strategy

Predict attackers’ movement into the
system using TTP Chain

‘ Observe suspicious activity and
predict future action



Threat Actor Insight from MITRE

PCA + K-means clustering

! Threat Actor Cluster based on
Technique

Threat Actor Cluster based on
Tactic



Threat Campaign Information

Woolen-GoldFish Magic Hound PupyRat
2015 2016 2017
APT 35 O ® @
Shamoon Helminth IMSTrojan : AttackAon . Shamoon V3
2012 2016 2017 nsurance Agency 2018 (Dec)
R 2018 (Jan)
OilRig O O ® o P
menuPass Cloud Hopper TradeSecret ChessMaster New Battle
2016 2016 2017 2017 2018

Stone Panda O O O ® O




Ongoing efforts

Threat Report ATTSCK
Mapper (TRAM)

*  The Threat Report ATT&CK Mapper (TRAM)
is a web-based tool from MITRE to analyze il ———— R —— o
report and extracting ATT&CK technique. e

Enter New Report

|t takes the procedure example from
ATT&CK to train the model.

 Use logistic regression with tokenized data
to match the technique to the report

Limitation--

* Abetarelease. Needs analyst review for better accuracy.

It only used count vectorizer for feature extraction which could embed lot’s of noisy data during training.

It failed to extract the context of each technique could turn out error prone result.



Attack life cycle and defense strategy

7

Threat Agent

m e

Intelligence

Gatherin
0 9 External Server

{ = e C & C Server
Point of Entry :,' H g

e File Store  Database
, Data of Interest

»

-—

.-

Lateral Movement

Attack Life Cycle in APT Progression

Attacker identity ow.-9 (T IGeni )
Attacker goals Bk —

|

(DML-6

Attack execution DML-5
plan and methods | puyr.-4

| DML-3 [ Tools )

Traces of attack

DML-2 fHost & Network Artifacts J

execution

DML-1[ Atomic Indicators J

DML-0 None or Unknown

Detection Maturity Level model

uolIsIoald

Robustness




Threat Intelligence Sources

\/Symantec Official Blog =
j Sowbug: Cyber espionage group targets South -
Symantec. American and Southeast Asian governments

Group uses custom Felismus malware and has a particular interest in South American foreign

Symantec Security policy. [ o
| 0 @

By: Symantec Security Response [l EZZ

2 View Profile

Response
'n conducting highly targeted cyber attacks
avily focused on foreign policy institutions and

MuddyWater expands operations e —

By GReAT on October 10, 2018. 10:00 am @ .
CONTENTS ‘ ' s . ‘

sy
and Saudi 3
C) r': | RE EYE Solutions Services Customers wuntries in
Home FireEye Blogs Threat Rezearch Pick-Six: Intercepting a FING Intrusion, an Actor . x‘ & IJWDSTRIKE BLOG Featured +

Threat Research Deep in Thought: Chinese Targeting of

Pick-Six: Intercepting a FING Intrusion, an Actor National Security Think Tanks
Recently Tied to Ryuk and LockerGoga Ransomware

April 05, 2019 | by Brendan McKeague, Van Ta, Ben Fedore, Geoff Ackerman, Alex Pennino, Andrew Thompson,
Douglas Bienstock

ﬁl!r.‘ ‘lv.-‘v x v:.u. :ulrv " ] ;.;:' S.-'.:' li‘ .ﬂ u.-.\'&” : x‘a _




NLP Approach to l[denftitying Adversarial
Technique, Tactic and procedures-(.TIE) ..............

® S s,
DEFENSE :‘>[ TTP features }'_. Similarity model E
|
:> Unsupervised : : :
feature : i :
Threat Intel Prrocessing TP extraction(Ti- - SSYHT-?C-?C |
, S descrlbflon idf, weighted B imianty i Machine |
y word i Learning !
embeccing) Campaign |, i Classifier ||
features | : : :
L Semantic ; :
Security Articles Campaign info i Similarity E :
I\ .. X ’I
v ternssssssssssssssssssssnnnnas®® //
Technique-Tactic
Iden’rificq’rionﬂ
< Syntactic similarity: < Semantic similarity:
= TRIDF/TRIGM + Cosine =  Embedding method+ Similarity
Similarity Attack Sequence

in Campaign




Threat Propagation Sequence Analysis

-

f |
' |
B S :
! :> : : I <:|
| I Learning threat I
: I propagation I
_'l . |\ sequence (RNN-LSTM |
~_ _ _Mmodels) _ _“ Profile embedded
AG
Technique-Tactic
Sequence in Campaign

Attack Pattern
Identification in

AG




Data Preprocessing

The encoded payload was a Cobalt Strike httpsstager that was injected into the|PowerShell process|that ran the
_command. The|Cobalt Strike httpsstager|was configured to download a second payload from
hxxps.//176.126.85[.]1207:443/7sJh| FireEye retrieved this resource and determined it was g|shellcode payload

Feature

Indicator of

| configured to download a third payload from ;hxxps://ﬂe 126 .85[.1207/ca. FireEye was unable to determine the compromise (loC)

final payload dud to it po longer being hosted at|the time of analysis

Second technigue: FING also leveraged the creation of[Windows services [named with a random 16-character
string such as IXICDtPbtGWnrAGQ) to execute pncoded PowerShelllcommands. The randomly named service is a
by-product of using Metasploit, which creates the 16-character service by default. The encoded command
contained a Metasp!oit"reverse HTTP shellcode payload stored in a byte-array like the first technique. The
Metasploit reverse HTTP payload was conficured to communicate|with thelcommand and control (C2)|1P address

/

% Data Scraping and Preprocessing:

=  Extract unstructured text data from web (threat reports) and MITRE (threat intel)

= |nitially remove noise from the text like advertisement and other unnecessary information by regular
expression

= Perform Stemming and Lemmatization: the process of reducing inflection of words in their roots form
belong to the dictionary form as well

= Remove Stop words

= |nitially extract features by dependency

(*\ ~

Noise + Stop words

Depen den cy Parsing FING also  leveraged  the creation of Windows ~ services to execute  encoded PowerShell commands.

PROPN ADV VERB DET NOUN ADP PROPN  NOUN PART VERB ADJ PROPN



Techniques Extraction

« We extract potential adversary techniques from the
threat reports

« TF-IDFis used to put weight on each feature we
previously extracted by dependency parsing.

e TF —IDF = Term frequency * Inverse Document Frequency

 This process signifies the importance of words in the
document and corpus.

* In our model, we investigate which TIP features are
more important for a particular technique than others.

« Then cosine similarity is used to measure cosine angle of
two vectors
« TTP feature vectors from threat intel
« Campaign feature vectors from threat report

» Result shows some of the techniques probability based
on our analyfics on a specific threat report.

tf —idf = tf(t,d) = log(N/(df + 1))

df = Occurance of t in docuemnts

t — term(word), d

— document(set of words), N

— count of corpus, corpus

A-B

"
Y. A;B;

=1

similarity = cos(f) = TAB] =

Application Window Discovery
Binary Padding

Fallback Channels

System Service Discovery

File System Logical Offsets
Data from Local System
Winlogon Helper DLL
Credential Dumping

Data Compressed

Data Obfuscation

n

> A
i=1

0.079472
0.249444
0.253859
0.121529
0.039606
0.118763
0.133888
0.199588
0.106594
0.280427



Tool Architecture

Technique and
Tactic
Identification

Data Collection
and Preprocessing

Pattern Entity
Recognition

Threat Intel and
Campaign Info

Adversarial Attack Pattern Learning Pipeline

Multistage learning pipeline to mine threat
intel resources to unfold attack pattern

Convert every letter to lowercase an -~ =

stopwords like ‘for’, ‘the’, ‘to’ tc. Converting Filtering Stop [} Word Extract Multiword | o | e
. ‘ Lowercase Words - peics Lemmatization Expression

Reduce noise-, ; . .

Trun the word in root form

Multi-word frequently co-occur together- Data Collection and Preprocessing
tokenize together

Multi-word Expressions
white lambert, peppy trojan, moonwind rat, royal dns, metasploit stager,
black lambert, sakula rat. googledrive rat. apt3 keylogger. havex rat.
poison ivy, byebye shell, blue lambert, cobra carbon system




Technigue-tactic |ldentification q

arning Phase

e

[

U [TI'P descrlptlon (TI’P features J —
Threat Intel data feature ML Classifier ’:> —

— extraction —

NEWS o . TTP

= ‘ Campaign Campaign
\ Data Preprocesing Informatlon features

Security articles,
blogs [ Detection Phase




Feature Extraction- Bag of words

 Form One-hot vector corresponding to every term

« Term frequency Inverse document frequency (Tf-IDF): f; 4 is number TF — IDFud = tft,d logdﬂft

of times the term appear t in document d

« Term frequency Inverse gravity Moment (TF-IGM): f; - frequency of

term occurring t, in different class, which sorted in descending order,
ris the rank



Feature Extraction- Sentence Embedding

compound compound dobj

/—\ compound nsubj
compound

Lazarus Group Keylogger KiloAlfa obtains user tokens

Normalize the word vectors in the sentence
Two types of word embedding is used-

Glove Embedding- Global word-word co-
occurrence matrix

Words Contexts
Dependency based embedding — Use Skip Gram Lazarus Group/compound 1
model. Linear context to arbitrary context Group KiloAlfa/compound—1
Keylogger KiloAlfa/compound ™!
KiloAlfa Group/compound, Keylogger/compound, obtains/nsubj 1
obtains KiloAlfa/nsubj, tokens/dobj !
user tokens/compound 1
tokens obtains/dobj. user/compound




Techniqgue and Tactic Classification

Accuracy Precision Recalls Fl1-Score
Model Features LR/SVM LR/SVM LR/SVM LR/SVM
: — Tf-IDF 51.72(cos sim) - - -
Belg/of Words TF-IGM 53.83(cos sim) - : :
Universal 58.24/56.41  58.63/54.28
Word Embedding (Glove) Universal(Tf-IDF Weighted ) 74.62/69.95  72.65/65.57
Pre-trained 53.50/54.55  54.69/53.60
Pre-trained(Tf-IDF Weighted ) 74.60/70.56  74.01/66.12
Détctidency bassd: Eiiibeadiii Pre-trained i 48.95/47.24  49.79/45.17  46/44.46
Py et COCE | Pre_trained(Tf-IDF Weighted ) | 47.75/46.53 45.82/46.69  47.75/46.53  43.66/44.59
« BoW formed a very sparse vector- cosine similarity used
* Universal — trained on general corpus
* Pre-trained- trained on our corpus
* 6600 sentence for fraining and 1050 for festing Dimensions | Accuracy Precision  Recalls FI-Score
« Topical dependency is more relevant than functional 50 65.03 69.77 65.03 64.77
dependency 100 69.25 72.72 69.25 68.40
300 72.65 74.62 72.65 71.68

* High dimension turns out more distinct feature

Performance with different word embedding
dimension (Glove)



Pattern Enfity Recognition- Annotation

Label # Description

@) Does not contain useful information

Action Action performed in cyber campaign

Intent Motive of an action

Tool Utilities and tools used in cyber campaign

Conf Configuration facilitate malicious action

Action Object Surface of action

Intent Object Surface of potential action or objective

services can be used to establish persistence on 3 LINUXSYSIEM. The systemd service manager is commonly used for L
and other system resources. Systemd is the default initialization system on many Linux action

distributions starting with Debian 8, Ubuntu 15.04, CentOS 7, RHEL 7, Fedora 15, and replaces legacy init systems including SysVinit and a2
Upstart while remaining backwards compatible with the aforementioned init systems. Systemd utilizes configuration files known as action_object

service units to control how senices boot and under what conditions. By default, these unit files are stored in the fetc/systemd/system conf
and le‘lm directories and have the file extension .service. Each service unit file may contain numerous directives that —
can execute system commands ExecStart, ExecStartPre, and ExecStartPost directives cover execution of commands when a services is intent
started manually by systemct! or on system start if the service is set to automatically start ExecReload directive covers when a service mant obler
restarts ExecStop and ExecStopPost directives cover when a service is stopped or manually by systemcti. Adversaries have used
systemd functionality to establish persistent access to Victith Systems by creating and/or modifying service unit files that cause systemd
to execute malicious commands at recurring intervals, such as at system boot. While adversaries typically require root privileges to
create/modify service unit files in the lwm and Just/lib/systemd/system directories, low privilége users can
create/modify service unit files in directorles such as ~/.config/systemd/user/ to achieve user-level persistence. The adversary has
established persistence using a systemd service. The adversary has a hardcoded location under systemd that it uses to achieve
persistence if it is running as root. The adversary can be used to establish persistence using a systemd service.




Pattern Entity Recognition — Char-
embedding

Threat Intel often has out-of- vocabulary token
Mostly software, malware, threat actors

Concatenation of forward and backward
representation )

LSTM —*[LSTM]——’[LSTM}—D[LSTM]—




Neural Network Architecture for PER

Entity Extraction Layer

«  Word vectoris concatenated with character vector (o) 6 5 35/ 36 16 Iaé
 |nput embeddinge = [w;,wy,d,] S SO  S— ——. .  S— fne
» BILSTM captures contextual information (s Jof s Jesf s Jeof s ool s Jeof 5w Jeof 5w |
- Interaction function captures the interaction between word and | ! ! I I I
parents Wl el Twl Tl [l Wl Wl

- For higher layer BiLSTM - H"*! = BiLSTM(H!) Reprsemtin e M\f\ ‘g l J
* Score from BiLSTM score(y, x) = Xiz1 pilyil + Xizo T[Yi Vis1]

. _ _ exp(score(y,x))
CRF P(}’lx) - Zy‘ exp(score(y,x))

L.
Xl A
Embedding Layer
Token Embedding Character Embedding
Interaction Function  f(h;,hpyy) <
Self connection h;
Concatenation h; @ hp; I T

Addition lli + hpi Processing Layer e

Threat Intel Data



Data Preparation

« Transform the annotated data into BIO - ‘Begin’,

‘Inside’, ‘Outside’ schema.

e Then fransform info CONLL-X format

Adversaries _

may _
also
compromise
shared _
network _

directories _

through _
binary
infections
by _ _
appending
or _
prepending
its _
code
to _
the _  _
healthy _
binary
on _
the _
shared _
network _
directory

4 nsubj _ _ O

aux _  _ O

4 advmod _ _ O

_ @ ROOT _ _  B-intent

7 amod _ _ I-intent

7 compound _ _ I-intent

_ 4 dobj _ _ I-intent

4  prep . _ 0

16 amod _ _  B-tool

_ 8 pobj _ _  I-tool

prep . _ 0

_ 11 pcomp _ _  B-action

cc _ _ I-action

_ 12 conj _ _  I-action
poss _ _  I-action

14 dobj _ _  I-action

prep _ _  I-action

det _ _  I-action

20 amod _ _ I-action

17 pobj _ _  I-action

prep . _ 0

det _ 0

25 amod __ B-action_object
25 compound _ _  I-action_object
21 pobj _ _ I-action_object

punct  _ 0




PER- results

Hyper-parameter value Test Set
Accuracy  Precision  Recalls  Fl-Score
Word Eibedidiiin Glove (100d) _ 88.61 60.5 61.84 7
e Cyber-embedding (100d) | 88.14 63.79 59.88C_ 6177 D
Layer-1 60.5 61.84 .
LSTM Layer Laier-Z 789.23 D 60.55 6270 61.60
Optimizer SGD 88.61 60.5 61.84 61.17
Adam 88.66 58.34 60.49 59.40
Test Set
Dimensions | Accuracy  Precision  Recalls F1-Score
100 88.61 60.55 61.84 61.17
» Use universal word embedding Word Embedding 200 89.41 62.24 59.88 61.04
- Use concatenation as interaction function 300 88.71 60.62 .34  57.86
: : : , 100 89.04 61.68 59.63 60.64
« Unlike TTp oddl.ng more Iggrnlng state doesn’t helBSTM it 150 38 05 62.67 53.87 5776
for pattern entity recognition 200 38 61 60.55 61.84 61.17




CYBER RISK MANAGEMENT

PROACTIVE AND REACTIVE APPROACHES W
OLD DOMINION

UNIVERSITY

RECOMMENDATION ENGINE

CONTEXTUALIZATION IMPACT ANALYSIS

THREAT
INTELLIGENCE

SECURITY

EVENTS ATTACK GRAPH GENERATOR

NETWORK ANALYSIS VULNERABILITY ANALYSIS

ASSET DISCOVERY




Cyber RiIsk Scoring and Mitigation (CRISM®©)

MNVD ‘ | cvss User Interface and Visualization
v ' v
Synchronize Contraller Evaluating and Fi‘ating MOdQI .
. - r
- '_.-‘ * 35 4
| Sagring Files i Attack Graph Generator
Risk scores of the servers in your cloud environment Risk scores of the servers in your cloud enviroament
| Raesult Data T‘n e :
Data Analyzer - ar_
.Y
| Vulnerability [Data |-‘ R e é E ad 5 vy > 2 T ErY
) R a2
Paralst Laysr Scanner and Vulnerability Detector ‘5’
M EL e, — . v . "
VMs { ¢ ' {
JLASRELTLN 63112983 INSLIIRIY) LS ISR N L INISERLS  ISLISAILIAS  LSASBATLAS  LORIEANANS LRAIGAXLM  18238RSLML
Host Host Host | === Host Host

< ®w e W
‘Attack Graph with Exploitability

Vulnerability List

1P Address Vulnerability Risk Fix Information
10.0.0.16 Discard port open CVE-1999-0636 10 Go
10.0.0.16 IS .IDA ISAPI filter applied CVE-2001-0500 10 Go
-
10.0.0.16 Windows NT NNTP Component Buffer Overfiow CVE-2004-0574 10 Gco
10.0.0.16 Vulnerabilities in SMB Could Allow Remote Code Execution (858687) - Remote CVE-2008-411 10 Go
10.0.0.16 Microsoft Windows SMB Server NTLM Muitiple Vulinerabilities (97 1468) CVE-2010-002 10 Go
10.0.0.16 Message Queuing Remote Code Execution Vulnerability (851071) - Remote CVE-2008-3479 10 Go
10.0.0.16 Microsoft [IS FTPd NLST stack overflow CVE-2009-3023 9.3 GO

Sachin Shetty, Michael McShane, Linfeng Zhang, Jay Kesan, Charles A. Komhoua, Kevin Kwiat, Laurent Njilla, *

", Geneva Papers on Risk and Insurance, April 2018, Volume 43, Issue 2, pp 224-238
Marco Gamarra, Sachin Shetty, Oscar Gonzalez, David Nicol, Charles A. Kamhoua, Laurent Njilla, “*Analysis of Stepping Stone Attacks in Dynamic
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